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Specification Statements





Global changes to apply throughout the System Spec


1) Change “Mera” to “range ring”


2) Remove all references to “NERF” data


3.4.1.2.3.2.3	Threat  MERA Range Ring Display 


The threat MERA range ring display subfunction shall provide the capability to display an overview of the threat environment.   The display shall indicate threat information by colored range rings to indicate type of threat and the specific area effected by each threat.  The DBA and planner shall be provided with an interactive capability to review and modify the specific threats or types of threats used in threat MERA range ring display construction and analysis.  The threat MERA range ring subfunction shall use data from the TAMPS tactical database databases to perform calculations.  Information Threat range ring calculation shall include threat descriptive information from the IDB MIDB, tailored databases, and NID.


3.4.1.3.6.2	Threat Assessment


The threat assessment subfunction shall provide a graphical and textual representation of exposure to threats based on the mission ground track and the planner prepared threat MERA display.  The threat assessment process shall consider the hostile defense environment, including SAMs, polygon threats at intervals no greater than two seconds of flight time.  The planner shall be able to use or disregard azimuth/aspect dependent calculations. 


The threat assessment subfunction shall use data from the TAMPS tactical database  databases to perform calculations.  Information The threat assessment calculation data shall include mission route information and threat descriptive information from the IDB MIDB, tailored databases, and NID.  The planner shall be able to provide parameters to control the threat assessment processing options.


3.4.1.1.1.4.5	NERF Load 


The NERF subfunction shall load, maintain, and update producer (AIC) prepared or JMCIS supplied NERF data for use within TAMPS.  NERF information shall be integrated within the object hierarchy and shall be accessible for display and to applications.


NERF load processing shall allow the DBA to perform initial NERF load in BCP or dump format.  Loading shall install parametric information and shall not install order of battle information.  The producer schema shall be maintained.  Data load input shall be via magnetic tape.


Updates shall be performed via replacement or manual update.  Replacement processing shall delete all existing NERF data and insert newly loaded BCP format information.  Historical data shall not be maintained.  The manual interface shall allow the DBA to review existing parametric records and modify updatable fields.  The original data set records shall not be retained.


Access to NERF information shall be provided via Query Processing, allowing condition (or filter) and retrieval (or access) capabilities based on any or all data set elements.  Canned query capabilities shall include, but not be limited to, emitter characteristics information by ELNOT and alphanumeric name.





3.4.1.1.1.5	Targets (Item 5)


The targets subfunction shall load, maintain, and update DBA or planner prepared target data for use within TAMPS.  To support inter-operability with other Mission Planning, Intelligence, Imagery, and Weaponeering systems, TAMPS shall use the MIDB target data schema to support its target data needs.  Target information shall be integrated with the object hierarchy and shall be accessible for display and to applications.


Target load processing shall allow the DBA to perform initial target load in BCP, dump format, or via manual entry.  TAMPS shall provide the capability to load MIDB target data.


The planner or DBA shall be able to manually enter a target by selection of a displayed database object or text entry. TAMPS shall provide the capability to manually maintain target data.  Target creation shall not affect previously existing database information.


TAMPS MPMs shall have programmatic access to the target data.


Target update shall modify the target data set based upon BCP or manual entry.  Updates shall be performed via replacement, addition, or manual update.  Replacement processing shall delete all existing target data and insert newly loaded BCP format information.  Addition shall add newly loaded BCP information to an existing target data set and shall ensure that the addition does not result in duplicate targets.  The manual interface shall allow the DBA to review existing target records and modify updatable fields.


Target location shall be defined, stored and recalled with precision to the nearest hundredth of an arc-second.  The horizontal and vertical location accuracy associated with the specified coordinates shall be stored and available for recall.  The system shall provide the capability to store and access or compute WGS-84 location coordinates and statistical 90% confidence location accuracy values for any target.  TAMPS shall provide the capabilit to plan attack and strike missions for both aircraft and precision guided munitions against a target.


Access to target information shall be provided via Query Processing, allowing condition (or filter) and retrieval (or access) capabilities based on any or all data set elements.


3.4.1.1.2.1	Object Hierarchy (Item 1)


The object hierarchy subfunction shall provide an interface for object creation and data selection within the TAMPS DB.  During this processing, the DBA or planner shall have the capability to create new objects for future selection.  TAMPS shall provide the capability to access and display both geographic and text data from the TAMPS databases.  TAMPS shall provide the capability to access the various TAMPS databases through creation of geographic and text objects and association with a defined or operator created database query.  An object shall be a combination of data elements that may require joining information from one or multiple tables.  Geographic and text objects shall be capable of supporting queries that require data from more than one data table or more than one database.  The DBA shall have the capability to associate one symbol from each symbol set to an object  Objects facilitate access to frequently used TAMPS DB information.  The DBA or planner shall, in creating or executing a query, be able to select a subset of database information by selecting an object in the object hierarchy.  The capability to review the object hierarchy structure and content without creation, deletion, or modification privilege shall be provided.


TAMPS shall provide the capability to store and retrieve geographic and text objects. 


3.4.1.1.2.2	Query Processing (Item 2)


The query processing subfunction shall provide an interface for the creation of Structured Query Language (SQL) statements to search the TAMPS DB.  During this processing, the DBA or planner shall be able to select and enter query logic in a manner requiring no knowledge of the DB physical structure or SQL.  TAMPS shall provide an interface for the creation of queries to search the TAMPS databases with user ability to select and enter query conditions requiring minimal knowledge of database table schema or SQL syntax.  Use of objects shall allow entry of conditional search information for any of the object data elements.  Use of conditional statements shall provide the capability to limit retrieved data to data satisfying relational and specific value ranges.  For any query data element, data shall be retrieved based upon “equal, not equal, greater than, less than, like, not like, greater than or equal, less than or equal, and distinct” conditions.  The DBA or planner shall be able to assign logic criteria to combine search criteria for multiple data elements.  Logic criteria shall consist of “and, or, and not, or not” logical operators and shall be separated by entered parentheses.  Query searches shall be constrained by the active operating area and any active geometric shapes.  Capability to enter specific values used as search conditions shall be provided.  The capability to enter value(s) as part of the query creation, as value(s) entered each time a query is executed, or as default value(s) that can be changed at query execution shall be provided.  A set of valid values to assist in the determination of fill in values shall be provided.  A wildcard character shall be provided as a legal fill in character to indicate any following combination of characters is a search condition match.


The capability to designate the output fields returned as text and the symbol displayed on a map overlay shall be provided.  The text output fields available for return shall consist of any of the elements defined for the object selected.  The symbol displayed shall consist of the symbol defined in the object hierarchy for the selected query object and for the symbol set (TAMPS, MPM) currently selected.


The capability to execute the query, review the query results, and edit the query prior to naming and saving a query shall be provided.  In case of a logic error, an error condition shall be provided.  The capability to edit a newly created query to correct errors, change search criteria, and/or output text fields shall be provided.  A new query shall be able to be named, have fill-ins defined, be saved, and be executed as a saved query.


3.4.1.1.2.3	Retrieve Query (Item 3)


The retrieve query subfunction shall load a query for execution, edit, and/or deletion.


The capability to retrieve queries by three methods shall be provided: canned query, browse query, and list.  The canned query approach shall provide lists of commonly used queries.  A canned query shall be able to be selected and executed.  Users shall not be able to delete or modify system canned queries.  The DBA or planner shall be able to add canned queries created to the canned query lists.  DBA or planner created canned queries can be deleted from canned query lists.


The browse query retrieval method shall allow recall of system or user created queries associated with an object in the object hierarchy.  Upon recall, the capability to execute, edit, or delete the query shall be provided with the following provisions: execute system or planner queries; originators shall be able to edit queries they created, non-originators shall be able to modify a query and resave as their own query, leaving the original query unchanged.  System administrators shall be able to delete any query.  Planners shall be able to delete only their own queries.


The list method shall allow access to queries without the necessity of searching for the query via the object hierarchy.  Upon selection of a query via the browse method, the capability to add the query to a user's list of queries shall be provided.


Two (2) types of queries shall be maintained: system and other.  System queries shall be deleted or modified by the DBA only; excluding queries provided as part of the core software shall not be deletable or modifiable.  System queries shall be able to be copied and modified by the DBA or planner to form a new query.  DBA and planner queries shall be able to be transferred and used by other DBAs or planners.


3.4.1.1.3.1	Archive/Restore (Item 1) 


TAMPS shall provide the capability to archive and restore databases for data backup and recovery purposes.    Data sets shall be archived to or restored from appropriate magnetic media.  The capability to archive multiple data sets to a single tape shall be provided, whenever possible.  The DBA shall have the capability to archive and restore the TAMPS database via dump processing.  Archive/restore access shall be limited to DBA personnel.


Archive/restore for DAFIF, CADRG, ADRG, CIB, DTED, DCW, and radar aimpoint DMA products shall be provided.  CADRG, ADRG and DTED shall be in compressed format or DMA production format.


Intelligence data sets archived/restored shall include IDB, MIDB, NID, EPL, EWIR, NERF, and ECAC, KILTING..  TAMPS shall provide the capability to backup and restore tactical data updates.  During this processing, each data set shall have archive and restore capability in BCP format.  BCP archive/restore shall be by particular data set (e.g., MIDB, EPL, NID, etc.).


Target data set archive/restore shall be provided via BCP.


Environmental effects data set archive/restore shall be provided via BCP and/or non-relational format as appropriate.  BCP archive/restore processing shall provide data selection by historical and current information.


Mission strike/plan data set archive/restore shall be provided via BCP.  BCP archive/restore processing shall provide selection by strike package and/or mission plan.


System data set archive/restore shall be provided via BCP and other appropriate format processing.  Critical data maintained in the database related to master tables, stored queries, object hierarchy, and other similar information shall be archived/restored via BCP.  BCP processing shall support selection at the table level.  Non-relational data shall be archived/restored in “cpio" format.


3.4.1.1.1.4.1	IDB


The IDB subfunction loads, maintain, and update producer (AIC and JICPAC) supplied IDB data for use within TAMPS.


The IDB load processing shall allow the DBA to perform initial IDB load in BCP format.  The producer format schema shall be maintained internal to TAMPS.  The TAMPS tactical database shall include data table(s) to support signals intelligence (SIGINT) derived equipment parametric data.  Data load shall be via magnetic tape.  BCP load options shall provide the capability for IDB load by country code.


IDB information shall be integrated within the object hierarchy and shall be accessible for display and to applications.  The processing shall maintain both original and tactical update information.  TAMPS planners and applications shall be provided the most recent information as the default with the option for historical information.  Access to IDB information shall be provided via Query Processing, allowing condition (or filter) and retrieval (or access) capabilities based on any or all data set elements.


The IDB can be updated via IDBTF, BCP, manual entry, JMCIS interface, RAAP (Rapid Application of Air Power) interface, Tactical Fusion Processor (TFP) and tactical messages.  Updates that cannot be processed shall be prepared in a report for DBA review.  Updates to the IDB that impact the validity of RTM or threat related calculations shall result in a warning to the operator that RTM data requires recalculation.


IDB update shall be performed through use of IDBTF records.  The DBA shall have the capability to perform IDBTF update by all or selected country codes.


BCP update process shall be performed by either adding information to the existing IDB data set or by replacing the IDB with the BCP format records selectable by country code


IDB update processing shall be performed by manual update to order of battle information.  The processing shall allow the DBA to review existing records and modify updatable fields by creating a new record.


IDB update shall be performed by LAN connection to JMCIS and download of tactical updates contained within the JMCIS CDBS.  The tactical updates shall be automatically applied to the TAMPS database; with optional capability for DBA review of records prior to update.


IDB update shall be performed by LAN connection to RAAP and download of tactical updates contained within the RAAP database.  The tactical updates shall be automatically applied to the TAMPS database; with optional capability for DBA review of records prior to update.  RAAP database updates shall result in change in a facility status (e.g., operational to non-operational).


IDB update processing shall integrate tactical data by accepting updates via messages forwarded by the TAMPS communications function.  Processing shall associate tactical updates with national data and previous tactical data.


The IDB subfunction shall provide the capability for a user to store threat updates separately from existing IDB data in a user threat database.  The user shall have the capability to add, modify and delete user threat data.  The DBA shall be provided the capability to update IDB data with selected data from the user threat database.  User threat data shall be automatically deleted from the user threat database once the DBA applies threat database updates to the IDB database.  User threat data shall be integrated within the object hierarchy and shall be accessible for display and to applications.  Access to user threat data shall be provided via query processing allowing condition (or filter) and retrieval (or access) capabilities based on any or all data set elements.


To support inter-operability with other Mission Planning, Intelligence, Imagery, and Weaponeering systems, TAMPS shall use the DIA produced MIDB schema, tables, and software to support its GMI data needs.  TAMPS shall support the ability to operate against exercise/scenario intelligence data.  TAMPS shall provide the capability to load MIDB GMI data from any DIA approved MIDB 2.0 production facility.


The TAMPS Tactical database shall include data table(s) to support signals intelligence (SIGINT) derived equipment parameteric data.


TAMPS shall provide the capability to query for intelligence  data and display the results.


TAMPS shall provide the capability to manually maintain the MIDB GMI data.


TAMPS MPMs shall have programmatic access to the MIDB GMI data.


TAMPS shall provide the capability for a user to create and maintain threat updates separate and distinct from the MIDB data.  








�
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Concept of Operations


Scope





The purpose of this section is to describe how  the Modernized Integrated Data Base version 2.0 (MIDB 2.0) will be integrated into the Tactical Automated Mission Planning System version 6.2 (TAMPS 6.2). MIDB 2.0 replaces MIIDS/IDB as the national/theater production environment for general military intelligence (GMI) data. MIDB 2.0 also expands the role of its database schema to provide for additional tactical intelligence data, as opposed to the MIIDS/IDB national intelligence view; including local observation data, track data (time-dependent observation data), and target data.  MIDB 2.0 provides a set of Defense Intelligence Agency (DIA) approved software for processing (load, extract, query, add, modify, delete) the intelligence data.  Since the TAMPS Program is committed to being consistent with DOD standard databases and products, the DIA software used at the production sites, along with the intelligence database schema, will be used by TAMPS 6.2.





In the past, the Modernized Integrated Intelligence Data System/Integrated Data Base (MIIDS/IDB) has been the national/theater source for threat data within TAMPS.  Moreover, a single producer (AIC) has provided this data in a format readable by TAMPS software.  With the advent of MIDB 2.0, TAMPS, conceivably, will be able to receive intelligence data loads from any DIA approved MIDB 2.0 Shared Production Program (SPP) site; realistically, we expect TAMPS to still depend on the two major theater intelligence centers (AIC and JICPAC).  This means that TAMPS will no longer be tied to one intelligence center for initial data loads or transaction loads.  It will also allow the theater intelligence centers to produce theater loads for those TAMPS sites that need theater specific data, as long as that theater continues to provide later updates to the site.





In order to limit the affect of future MIDB database schema changes and software deliveries, TAMPS will provide the capability to install the MIDB software and databases separately from the TAMPS Core “cold start” procedures.  This will allow “patch” deliveries of DIA software as well as limit the affect of MIDB schema changes on TAMPS users.  It will also allow the TAMPS software to be installed on a workstation that does not have the necessary hard disk space and memory for running the MIDB products.   Because of this, MIDB will be treated somewhat differently than most Core libraries and applications.  All interfaces between MPMs, TAMPS Core and the MIDB software will be through a TAMPS-MIDB Application Programmer’s Interface (API).  Some of this interface will be public to all applications (both Core and MPM), but parts of it will be an internal interface between Core and MIDB.  Also, all objects within the Object Hierarchy representing MIDB database tables will be installed as part of the MIDB installation.  When the MIDB is not loaded on a TAMPS workstation, the Object Hierarchy objects, affected menu items, queries, and HMI will be unavailable for use.This Concept of Operations (CONOPS) applies to SOR 96-01a (MIDB 2.0 - IDB/Target Version Update) and provides an explanation of how TAMPS fits within a Modernized Integrated Data Base (MIDB) environment.  The TAMPS is a computerized method of planning and optimizing mission routes against hostile targets and facilitating mission planning in peacetime operations.  The system provides Navy and Marine Corps planners a common automated system for rapidly processing large quantities of data, including threat data.  In the past, Modernized Integrated Intelligence Data System/Integrated Data Base (MIIDS/IDB) has been the national/theater source for threat data.  Moreover, a single producer (AIC) has provided this data in a format readable by TAMPS.  MIDB replaces MIIDS/IDB, and expands the role of its structure to providing for additional types of data.  It is important to realize that MIIDS/IDB was designed to support the national producer community, with relatively no thought to the tactical user.  MIDB 2.0 was designed to support both national and tactical systems, specifically “the warfighter.”





The TAMPS consists of core application software and aircraft and weapons specific mission planning modules (MPMs).  The threat data base structure and related software are contained within the TAMPS “Core,” since threat data can be utilized within any MPM.  Although mission planning can be performed without threat data resident on TAMPS, the planning process needs to account for threat data when planning in a hostile area.  Threat data has also been an integral part of NSWC’s and MAWTS-1’s utilization of TAMPS in threat scenarios, and it is expected that this requirement will continue in an MIDB environment.  It is assumed that a standard TAMPS installation will not require threat data support at a classification higher than the Secret GENSER level.





TAMPS is committed to being consistent with standard data bases in order to eliminate the need for translations and conversions of data from producers media and electronic interfaces.  With that in mind, TAMPS embraces the MIDB 2.0 data base schema as a replacement for those data base entities being integrated into MIDB 2.0.  TAMPS considers MIDB 1.0 an interim system and has never considered being compatible with MIDB 1.0 data base structure.  (For the remainder of this document, MIDB 2.0 will be referred to simply as MIDB.)  MIDB provides a structure to hold many types of data, starting with what is currently contained in MIIDS/IDB tables, but expanding to include target data, locally observed data, and various other types of data.  At a general level, MIDB has the potential to replace TAMPS tables holding IDB, targets, local observations, and even geographic geometric shapes.  An MIDB baseload is not expected to include data fill for targets or local observations.


MIDB provides a structure for tracks and observations, as well as a concept of “national” vice “local” view.  Because of this change, JMCIS is changing the way its tactical updates are processed and stored.  This means that the way TAMPS handles tactical updates from JMCIS needs to change.  Tactical updates would be applied to the JMCIS “local” MIDB view and TAMPS would strive to be consistent with that “local” view.  This document does not address the larger operational concepts associated with the shipboard LAN connected to JMCIS, except to explain how an MIDB TAMPS fits into the shipboard LAN environment connected to JMCIS. This CONOPS provides an overview of how the implementation of an improved JMCIS interface within an MIDB environment can better meet the needs of fleet users in a shipboard environment.


There is also an element of IDB and Targets in the existing TAMPS interface to RAAP. RAAP is expected to be modified to be MIDB 2.0-compatible although a schedule has not yet been obtained from the RAAP program.  The TAMPS<-->RAAP interface for IDB was designed so that RAAP could “start” with the same IDB as TAMPS, and later send IDB updates to TAMPS.  This interface is currently used at one USMC location.  If RAAP makes the transition to MIDB 2.0, a JMCIS like interface should be added, whereby TAMPS maintains the “master” MIDB and RAAP operates as the “master” for Targets, populating the MIDB 2.0 target schema.


Applicable Documents


Government Documents


Specifications


None


Standards


Microsoft Open Data Base Connectivity Standard, Version 2.1 (or greater)


Other Publications


Intelligence Systems Board ltr CMS95-01270, Modernized Integrated Data Base (MIDB) Data Structures and Selected Migration Systems, 13 Oct 95


Defense Intelligence Agency, Modernized Integrated Data Base (MIDB) Version 1.0 Data Base Design Document, date unknown


Defense Intelligence Agency, Modernized Integrated Data Base (MIDB) Replication Architecture Plan, Initial Draft, November 95


Defense Intelligence Agency, Modernized Integrated Data Base (MIDB) Re-Design, Version 2.0, January 96


Defense Intelligence Agency, Modernized Integrated Data Base (MIDB) Re-Design Support Information, Version 2.0, January 96


Defense Intelligence Agency, Modernized Integrated Data Base (MIDB) Version 2.0a, June 96


Defense Intelligence Agency, Replication Server Conference Minutes, February 96


Defense Intelligence Agency Message 131419Z SEP 96, Subj: Termination of MIIDS/IDB at DIA


TAMPS Test and Evaluation Master Plan (TEMP) (Rev A)


Non-Government Documents


ODBC SDK 2.1 Programmer’s Reference, Microsoft Corporation.


Impact Analysis


Users


There are three general categories of TAMPS users: System Administrator, Data Base Administrator, and Mission Planner. Most of the impacts from the MIDB integration will be felt by the System Administrator and the Database Administrator.  The impacts to the Mission Planner, other than some minor HMI changes, should be minimal.


 Transition from IDB to MIDB will affect all three users, the impact on the planner is expected to be minimal.  Changes will be much more noticeable to the Data Base Administrator.  The System Administrator will need to manage the interface between TAMP and JMCIS much more closely than in the past.


System Administrators


Since MIDB is planned to be “installable”, the System Administrator will be required to install the TAMPS MIDB software package.  The SA will have the option of installing MIDB as part of the TAMPS arctic start process.  Depending on the TAMPS installation type, one of two types of MIDB systems, a Server MIDB, or a workstation MIDB, will be installed. When the SA installs MIDB, the menu items and HMI related to MIDB query and maintenance will become available when next executed. One of the changes implied by the installable nature of MIDB is that the Sybase database file system will no longer be a “raw” Unix partition, the database will live on a regular Unix file system in a “container” file.  This allows for significant flexibility in defining our database layout, as well as allows for ad hoc allocation of file system space for database growth.





Although MIDB has its own access control methodology, that will not be used as a method of access control for TAMPS users.  A new TAMPS privilege will be added to indicate which TAMPS users should have access to the MIDB Editor applications. The SA will have the added responsibility to assign the correct MIDB roles and privileges to users when creating user accounts.  In a JMCIS configuration, the SA will also have the responsibility of coordinating with the JMCIS SA to set up user access to the JMCIS ISDS MIDB.





Database Administrators


One of the TAMPS DBAís many roles is to ensure that threat and target data in TAMPS is as accurate as possible to support mission planning.  Currently, this involves loading IDB data from tape, requesting and processing tactical IDB updates from JMCIS, and manually updating IDB and targets.  In a stand-alone TAMPS environment, the workload will not be any different, only the tools will change.  





Loading from tape will have to be more selective because of the size and complexity of MIDB.  TAMPS currently loads a country of data at a time, and every record from every table for that country.  However, most MPMs and users access a very limited amount of this data.  DIA has recommended that systems selectively load the required tables.  Filtration by country code is under development by the producer and is not expected to be available in time for TAMPS 6.2 utilization.





In a TAMPS MP LAN/JMCIS environment (further known as the ìafloatî configuration), the DBAís workload will be lowered with respect to threat data maintenance.  While in an ìafloatî configuration, all updates to the MIDB intelligence data will be performed against the JMCIS ISDS, and the TAMPS CIVIC Server’s MIDB will be updated via a Sybase Replication server installed on the JMCIS ISDS, thereby eliminating the need for maintenance of threat data on both JMCIS and TAMPS.  This means that the DBA will not have to request tactical updates from the JMCIS ISDS and then apply those updates to the TAMPS database. 





Sybase Replication as a networked method of theater data support will eventually be available from the supporting theater, but it is not addressed in this document due to the immaturity of this within the MIDB environment.  In the currently envisioned ìafloatî configuration, there will be replication between JMCIS and TAMPS.  IDBTFs and manual updates will be processed by the JMCIS ISDS MIDB and updates will be replicated to the TAMPS CVIC Server MIDB.  For a stand-alone (ìashoreî) TAMPS configuration, the capability will exist to process IDBTFs via tape or from files resident on a disk drive.  We plan on using the DIA-provided software for both afloat and ashore bulk data loads or data extractions.





Manual updates to the MIDB will use DIA provided tools to support the “Add/Edit” capability currently provided with TAMPS.  The current TAMPS “Add/Edit” tools will be replaced by the DIA software.  In an ìafloatî configuration, ìadd/editî operations will be performed against the JMCIS ISDS MIDB, no modifications will be made directly to the TAMPS CIVIC Server’s MIDB. 





Data Archival for the MIDB will be available via the Dump/Restore capability. 





It is expected that the Object and Query tools currently used in TAMPS will be used with appropriate modifications for MIDB tables.





Any attempted access to the MIDB, whether query, load, edit, or dump/restore, when the MIDB has not been installed will display an error dialog indicating that the MIDB has not been installed.


Mission Planners


Whether utilizing MIIDS/IDB or MIDB, the planner expects the threat data to be accurate on the local TAMPS display on which the planning is being performed.  Currently, display of threat data is accomplished through several menu items under the “Threat/Intel” menu option off of the MPM main menu bar.  The same methodology is planned with an MIDB environment.  The names appearing in the menu lists may require change although a concerted effort will be made to map these menu items to MIDB equivalent data to minimize training impact. Some of the query sub-menus may change due to consolidation of data within MIDB, e.g., the SAM query menu’s “Fixed”, “Tactical”, and “Unit” sub-options will most likely be replaced with a single list of SAMs (i.e., SA-2, SA-3, SA-8, etc.), the AAA query menu’s “Facility”, “Unit Equipment”, and “Fire Control Radars” sub-options will also be replaced by a single list of AAA equipment.  The “Air” OOB query menu will have the “Select” pushbutton replaced with a cascade menu, since the “Select” pushbutton has hidden this functionality from most users.


Since we are not integrating the MIDB mapping software, there should be no change to what the planner sees on the MPM’s map when an object is displayed through the TAMPS Display Manager software.  The data behind the symbol should still be the same “kind” of data, although individual field names will change due to the conversion from the MIIDS/IDB schema to the MIDB schema


The Amp Info functionality will identify different field names than those used in MIIDS/IDB.  These changes are not expected to particularly impact the planners as the names are at least as intuitive as those currently used. One of the planned improvements for Amp Info will be normalization of the Location fields on the Amp Info display,  currently the Lat/Lon data is displayed as character strings with separate hemisphere data in an intuitive format.  Since MIDB added a new format for its internal storage of location data, we had to support the new format or provide a standard location display for all spatial objects.  The latter choice makes more sense.  The standard location display in Amp Info dialogs will match the user’s chosen defaults and will be applicable across all types of spatial data within TAMPS.


The threat data fill (i.e., equipment codes) which drives the Range Ring and Radar Terrain Mask generation functions is expected to be available in MIDB.  These two functions should not be affected, although the object definitions for applicable objects will have to be modified.  The mission planner shouldn’t notice any difference.  


The OOB Report (Output->Reports->System->OOB) will be removed from TAMPS, as it does not provide any more detail (and can often give incorrect data) than displaying the OOB data on the MPM map and creating a text report through the use of the Clutter/Declutter Tool.  The Target Report will remain, although the columns available will change.





Currently, we plan on maintaining the capability to create and/or process OBREP and TACELINT message traffic.  There has been some discussion about the validity of the current message generation software and, if it is determined that the software is inaccurate, then there will be more major changes required.





When MIDB added tactical intelligence data support, it also added target and weaponeering tables which were not provided with IDB. Target definitions are considerably more detailed than in TAMPS and provide some of the supporting fields for SPWM/JMEM data fill.  Since a mission planner still requires the capability to add & modify target data, there will be two target data sets, one within control of the MIDB software and one within control of the TAMPS software. The MIDB target data set will be used to support external target data creators (i.e., JSIPS-N, CTAPS, RAAP), while the TAMPS target data set will support the mission planner who needs to create a “local” target record.  When a planner selects an MIDB target for use in a mission, that target will be copied into the TAMPS target data set and an association will be created between the mission and the TAMPS target data set.  In order to ensure that the most recent target is being used when a planner opens a previously created mission, an “obsolete data” check capability will be added that will compare target data in the mission to the MIDB target data set and warn the planner if the MIDB target record is more recent than the TAMPS target record.  Creation of target data by the mission planner will use the current “User Defined Target” HMI, although some fields will be added in order to support the more detailed target schema supported by MIDB.


System Administrators


The System Administrator’s duties may be is only slightly impacted by this SOR..  In a LAN environment, the SA will be spending time ensuring full connectivity with JMCIS and accuracy/timeliness of replication updates.  The DBA may also be more dependent on the SA to determine whether problems with data are related to the LAN connection or the database itself.    During System Generation, the SA must select whether or not to load MIDB 2.0 schema and applications or MIIDS/IDB schema and applications.  In addition, one of two database size configurations must be selected by the SA corresponding to the CVIC server and the Ready Room configuration.  MP LAN SOR and the automatic replication of data from JMCIS to the “master” TAMPS CVIC server will determine to what extent the TAMPS System Administrator is involved.  Under the current MP LAN CONOPS, it is the TAMPS CVIC which is responsible for updating the ready room TAMPS computers.


Database Administrators


The DBA ensures that threat and target data in TAMPS is as accurate as possible to support mission planning.  Currently, this involves loading IDB from tape, processing tactical updates from JMCIS, and manually updating IDB and targets.  Similar activities will occur in an MIDB environment.


Loading from tape will have to be more selective because of the size and complexity of MIDB.  TAMPS currently loads a country of data at a time, and every record from every table for that country.  However, most MPMs and users access a very limited amount of this data.  DIA has recommended that systems selectively load the required tables.  Filtration by country code is under development by the producer and is not expected to be available in time for TAMPS 6.2 utilization (late Spring 1997).


Processing of updates from JMCIS will be modified so that it is automatic, thereby eliminating the need for maintenance of threat data on both JMCIS and TAMPS.  The DBA workload will be significantly reduced by this automated JMCIS interface. Currently the update process entails, starting a communications process with JMCIS, querying for pending updates, retrieving updates, and applying the updates to the TAMPS database.  TAMPS and JMCIS applications should be using the same “local” MIDB.  “Regular” MIDB tables will contain the “best answer” about the threat picture.  There will be no need to take observations from JMCIS and apply these updates to the “regular” TAMPS MIDB tables, thereby proliferating two tactical pictures.  That function, if needed to be done on either the JMCIS or TAMPS side will cause updates to the “regular” MIDB tables in both TAMPS and JMCIS.  TAMPS currently has only a verbal commitment from JMCIS to support this mode of operation.


Sybase Replication as a networked method of theater data support will eventually be available from the supporting theater (e.g., AIC and JICPAC), but it is not addressed in this document due to the immaturity of this within the MIDB environment.  IDBTFs will need to be processed in an operational environment to keep MIDB consistent with the theater supporting it.  IDBTFs are expected to be available electronically via a JDISS terminal.  The capability will exist in TAMPS to process IDBTFs via tape or from files resident on any network disk drive (supported by the MP LAN SOR).


Manual updates to the MIDB will use DIA provided tools to support the “Add/Edit” capability currently provided with TAMPS.  The current TAMPS “Add/Edit” tools will be replaced by the DIA software.


Archive/Restore capability for MIIDS/IDB will be modified to support MIDB; however, every attempt will be made to keep the user interface and processing the same.


It is expected that the Object and Query tools currently used in TAMPS will be used (with appropriate modifications) for MIDB tables.  


Operating Locations


The biggest difference in operating locations, as far as MIDB is concerned, will be in a JMCIS-connected TAMPS vice a standalone TAMPS.  


Ashore (Standalone)


The TAMPS 6.2 standalone (“ashore”) configuration consists of a high-end desktop (currently, a SparcUltra 2) workstation without LAN connectivity to any other TAMPS workstation.  All of its local databases are used as the source of data for queries as well as the repository of data for updates.  The MIDB data installed on a workstation will be a limited subset of the whole MIDB, as disk space will be at a premium (note that the whole database schema WILL be loaded).  All updates to the MIDB will be via the DIA production editors or via IDBTF loads from tape or disk, through the DEX software.  Threat scenario data load and selection will continue to be supported.  No connectivity to external C4I systems will be supported, including JMCIS, CTAPS, JSIPS-N, and RAAP.  This configuration is a TAMPS with one or more monitors, but is usually completely independent of operating without connection to JMCIS or the SHPL.  It is not connected to any other TAMPS machine, and its MIDB data base is treated as a “Master MIDB.”  Disk space will likely be an issue in this configuration, so a subset of the world MIDB will be loaded.  All updates to the MIDB will be manual or via IDBTFs, but TAMPS will be able to function with just an MIDB load or manual updates.  Threat scenarios must continue to be supported.


Data Base Schema


Under TAMPS 6.1, all database data was stored in one SQL database, called ìtamps.î  MIDB 2.0 requires the creation of several separate databases for storing MIDB intelligence and support data.  These databases, along with the other TAMPS databases, will be managed by a single SQL server.  These changes must be coordinated with SOR 95-47, MP LAN, which will be creating separate databases for NID and DAFIF data. The MIDB database schema is controlled by DIA; therefore, changes made to MIDB will have to be reflected in the TAMPS MIDB schema.  As MIDB is improved and changes are implemented, TAMPS will need to change accordingly.  DIA controls the MIDB data base schema.





Initial Data Population


There will be an MIDB tape product available from AIC and JICPAC (and possibly other theater support centers) and TAMPS will be capable of loading this tape product.





Maintenance of the local data base


TAMPS will initially populate its local MIDB with national data.  At this point, OBS and Targeting will be blank. Updates to MIDB will be made manually, through the DIA production editors.  If the site requires operation with the latest version of theater MIDB data, IDBTFs may be processed to accomplish this.





Targets


The MIDB target data will be populated by either the DBA or the planner through manual updates.  The TAMPS Planner Target HMI will be modified to support the new data required for the MIDB target tables.  The TAMPS DBA Target HMI will be replaced in deference to the MIDB Target production editor HMI.





Scenario/Exercise Data


The capability to manually enter exercise/scenario data will be provided. The ability to query against a given scenario data set will be provided.





Afloat (as well as those locations with JMCIS connectivity)


In an ìafloatî configuration, the interface to JMCIS for threat updates becomes simple.  The JMCIS ISDS MIDB will be the single point of modification and all updates will be replicated to the TAMPS Server MIDB.  TAMPS 6.2 will only be inter-operable with JMCIS 3.0 (a.k.a. JMCIS 98) or later, since both systems are required to have identical MIDB database schema.Within an joint MIDB environment, the interface to JMCIS for threat updates becomes simple.  A joint MIDB environment is defined as both TAMPS and JMCIS having implemented MIDB structure.  The interface will NOT utilize the TAMPS Communications Processor.





Data Base Schema


Under TAMPS 6.1, all database data was stored in one SQL database, called ìtamps.î  MIDB 2.0 requires the creation of several separate databases for storing MIDB intelligence and support data.  These databases, along with the other TAMPS databases, will be managed by a single SQL server.  These changes must be coordinated with SOR 95-47, MP LAN, which will be creating separate databases for NID and DAFIF data. The MIDB database schema is controlled by DIA; therefore, changes made to MIDB will have to be reflected in the TAMPS MIDB schema.  The TAMPS Intel and JMCIS ISDS SQL Servers will contain all MIDB databases and tables.  They will need to have exactly the same size, structure, unique indices, and primary keys.  The TAMPS Intel SQL server will be running on the TAMPS CVIC Server system.  All applications running on the TAMPS CVIC server or a TAMPS client workstation, will direct MIDB queries to the TAMPS Intel SQL Server and MIDB updates to the JMCIS ISDS SQL server (in a JMCIS-connected environment) or the TAMPS Intel SQL Server (in an environment without JMCIS).  The TAMPS Intel SQL Server will also need to maintain a smaller, limited copy of the main MIDB data, this copy will have the standard MIDB schema; however, it will only contain the data appropriate for aircraft mission planning -- facility, equipment, unit, targets, and local observation data.  This data will be the data that is backed up and sent to the client workstations  As MIDB is improved and changes are implemented, each system will need to change accordingly and coordinate changes.  DIA controls the MIDB data base schema.





Initial Data Population


There will be an MIDB tape product available from AIC and JICPAC (and possibly other theater support centers) and both TAMPS and JMCIS will be capable of loading this tape product. In a replicated environment from the JMCIS ISDS to the TAMPS CVIC Server, data will be loaded to the JMCIS ISDS and then loaded to TAMPS.








Maintenance of the local data base


While connected to the MP LAN in a JMCIS-connected environment, all updates are made to the JMCIS ISDS MIDB.  TAMPS DBAs will enter intelligence updates from TAMPS workstations, with the edits actually going to the JMCIS ISDS MIDB.  All of the updates made to the JMCIS MIDB will be replicated back to TAMPS.





Targets


The MIDB target data will be populated by either the DBA or the planner through manual updates.  The TAMPS Planner Target HMI will be modified to support the new data required for the MIDB target tables. The capability to accept updates from JMCIS will also be supported.  





Scenario/Exercise Data


Exercise/scenario data, if loaded and maintained on JMCIS, will also be replicated down to TAMPS.  The capability to manually enter exercise/scenario data will be provided.  





Updates


Initial distribution of MIDB data will be via tape, with updates provided via IDBTFs.  Eventually, replication will be available from the theaters or agencies supporting systems.  Currently, the capability exists within JMCIS to connect to AIC and download IDBTFs for processing into JMCIS.  It is expected that this capability will be expanded for the MIDB environment to include connection to any supporting theater for downloading of IDBTF files.  These IDBTF files will be used to update the MIDB in JMCIS.  Updates to JMCIS will be replicated to the TAMPS CVIC Server








System Hardware


The MIDB 2.0 software and database require considerably more space than the MIIDS/IDB database.  This is primarily due to the change in schema definition and the expansion of the scope of data that DIA is planning on storing in the MIDB.  Due to this change in schema, the requirements for TAMPS workstations has increased.  A stand-alone workstation will require approximately 4 GB of hard disk space for the MIDB database (including database logs) along with 600 MB disk space for the MIDB software.  The TAMPS CVIC Server will require at least 16 GB of disk storage, with a margin of 20 GB for database and application software growth.  Current TAMPS requirements are for only 600MB of IDB data. There is insufficient space on current TAMPS hardware (ACE and DTC-2) to accommodate this growth without significant impacts to storage of other mission critical mapping products.


Operating System


MIDB software for loading, which will  largely be reused, is only available for Solaris 2.5.1.  NO HP support is currently available.  


Commercial-Off-The-Shelf (COTS) Application Software


MIDB software requires Sybase SQL Server 11, Sybase Replication Server 11, Perl 5.002, and ICS/Motif 1.2.4.  The MIDB maintenance software currently uses the new “ct lib” interface vice the now obsolete “db lib.”  


Government-Off-The-Shelf (GOTS) Application Software


The DIA MIDB application software will be integrated into the TAMPS 6.2 product on a piece-by-piece basis.  Currently, we are planning to integrate the following parts of the MIDB application software:





MIDB CSCI/CSC                                             Reason


Production Software (IPU)                              Add/Edit


Query Software (IQU)                                     Support for Add/Edit


Brokered Login Trusted Services (BLTS)      Required for IPU/IQL access to database


Data Exchange (DEX)                                      Data import/export


Installation


The System Generation software will allow for installation of two TAMPS configurations corresponding to a TAMPS server (full MIDB database) and a TAMPS workstation (partial MIDB database).  The MIDB configuation will be determined from the TAMPS installation type.  System Generation will allow the SA to NOT install the MIDB at sysgen time; however, in this case the MIDB cannot be installed later on without re-installing the entire TAMPS system.  


�
�
Performance Criteria


TEMP Thresholds


The TAMPS TEMP identifies two performance requirements directly or indirectly on which this SOR has bearing.  


The first is that a load/reload of IDB data (hence MIDB) must not exceed 6 hours for an operational load.  Typically, this includes Worldwide tables and at least two country codes.  The load times for MIIDS/IDB have been reduced in TAMPS 6.1 from 7 hours (on DTC-2) to approximately 3 hours using Worldwide tables and North and South Korea as a benchmark. A selective load capability, as well as a selective “produce the load” capability at the theater production centers should reduce the risk of exceeding 6 hours for required data fields. With the advent of Mission Planning LAN, MIDB 2.0 data will be stored in a separate database from the rest of TAMPS.    This is expected to significantly increase the speed of a recovery load, and dump of the MIDB 2.0 database.  The dump/restore time for a 600MB database is expected to be less than 1 hour, far exceeding the TAMPS reload time requirements.  Currently approximately 600MB is allocated for IDB data.  For theater loads this database is not expected to significantly increase.  For a complete load of the MIDB 2.0 tables (e.g. CVIC server) approximately 16GB of storage are required with a growth potential to 20GB for queuing of tactical updates and history table growth.


The second requirement is that mission plan development time (not including download) for a single aircraft mission shall not exceed two hours.  Queries for data within the confines of a standard TAMPS op area from the MIDB 2.0 database are not expected to significantly impact this planning time, nor are they expected to significantly change from current.  Queries based upon world-wide data sets can be expected to take longer than geographically limited queries, this has nothing to do with a change in database, but rather the amount of data stored in a world-wide data set.  Current timing for these queries is unknown, and is dependent on too many different variables to even hazard a guess until some timing tests can be performed.  However, considering the geographic limitations of a tactical mission, this SOR should not adversely affect the time to plan a tactical mission.





RAM Utilization:


The following table was generated from data presented at the MIDB Developerís Conference in February 1997.  These numbers are for a theater-level production facility, which would be performing a very large number of edits to the MIDB.  It is not clear exactly what the corresponding requirements are for TAMPS, which will be performing comparatively few edits to the MIDB data.  It was also not clear to what extent these number represented a minimum configuration, as opposed to a recommended configuration.  Although the TAMPS hardware proposed for TAMPS 6.2 does not meet the RAM and disk space sizes presented, we do not feel that this will prevent TAMPS use of the MIDB.  These numbers are presented here for information. 


            Type                             CPU Type                 RAM               Disk Space


            Workstation                 2 - Sparc 20              256 MB                 9 GB


            Server                           6 - Sparc 1000        1024 MB               20 GB


�
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System Architecture


Software Architecture
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Figure � SEQ Figure \* ARABIC �1�:  TAMPS 6.2 Architecture for MIDB 2.0 Implementation


To utilize the MIDB 2.0 software as provided by the DIA, Solaris 2.5 and Sybase 11 is required.  In Figure 1, the operating system is Solaris 2.5 and the SQL server is Sybase 11.  As part of this SOR, all new software interfacing with the SQL server will utilize ODBC calls to alleviate a dependence on any one SQL server vendor, and increase portability of TAMPS to other platforms.  It is believed that ODBC will significantly reduce the effort in rehosting to Windows NT of the intelligence support functionality of the TAMPS CORE, planned for a future TAMPS release.  Currently, ODBC vendors are being evaluated for full compliance with the ODBC standard.


DIA provided MIDB 2.0 software will be used, to the extent possible without modification.  This will include the scripts to create the database schema, indices, and procedures as required, the application for loading MIDB 2.0, and applications for maintenance of the MIDB database.  For MIDB configured TAMPS systems, current “manual edit” functionality for IDB will be replaced with DIA provided maintenance applications.  In total, this integration of DIA software is expected to reduce the maintenance of database software within TAMPS and reduce the cost of upgrade for future MIDB products (such as 3.0).  This savings hinges on DIAs strict adherence to software reusability standards. 


All software which currently makes direct reference to any IDB structure or performs a query on the IDB will be moved into a new TAMPS library.  These accessor functions will  provide the same or similar data from the MIDB as is currently returned from the IDB. All new TAMPS software that references the MIDB will make ODBC interface calls.  Eventually, although out of scope for this SOR, all database access software should be replaced with ODBC interfaces and colocated into a single server application from which client MPM and CORE processes may gather data. 


The following major TAMPS CORE components will be affected significantly by this SOR:


Functional Areas                 Specifically


Mission Planning                 aat, acl, adt, aet, amt, aft, agt, ait, art


Mission Planning Tools       brs, brt, btt, bva


Database Access                  dat, dct, dft, dil, dlt, dot, dzt


Guard                                   got, glt, ght


Reports                                 prl


Messaging                            pml


Help text                               thc


MPMs                                    Scenario, FAMP, SLAM, F/A18, TERPES


CORE Applications              RAAP, TAMMAC


Database                               load scripts for intel DB, keys, stored procedures, triggers,


Object Hierarchy                 Objects + objh


Threat Update                     all





Of these major components, the following components will be affected due to the Target database aspects of MIDB 2.0:


Functional Areas               Specifically 


Mission Planning                aat, adt, aet, aft, agt, ait, amt, art, acl


Mission Planning Tools      brs, brt, btt, bva 


The other functional areas are affected by MIDB (targets, intel, etc) as a whole.





The following open STRs would be candidates for closure with this SOR:


T-0423 IDB Load Complete Status Window Title and Acknowledgment


T-1270 IDB Add/Edit By Multiple Users


T-2678 No Option for "IDB by country code" in Archive/Restore


T-2855 DBA IDB Updates Partial


T-2856 RTM Warning on IDB update


T-2857 IDBTF Update Record Report


T-2858 IDB Manually Changed Report


T-3457 Can't Load IDBTF Tape


T-3662 IDBTF Data Load Results In Multiple Syntax Errors


T-3691 IDBTF Load Took 28 Hours and 45 Minutes


T-4077 IDB Manual Update: All OB-Remarks date not changed


T-4081 IDB Manual Update: Can't add Remarks to a new OB record


T-4085 IDB Manual Update: Facility Query Help Wrong


T-4086 IDB Manual Update: Default value for HITLIST gets set to "I" vice :B%


T-4089 IDB Manual Update: Need capability to delete records from IDBSITE


T-4258 Reevaluate  IDBTF Processing


T-4383 Add/Edit (IDBF) should calculate IDBF.TGT_MIL_GRID from the new Lat/Long


             when changes are made to the Lat/Long


T-4642 TUNIT Editor does not change IDBU.HITLIST or IDBUL.HITLIST automatically


T-4675 IDB Editors show UNIX man pages


T-4865 Loading of IDBTFs fails


T-5549 No Alert on Server after loading IDB and NID


T-5643 Load IDB: CC_PRIMARY not updated correctly when using No Delete option


T-5644 Load IDB: Error messages when using No Delete option


T-5708 RAAP Unit Update to TAMPS IDB Incomplete


T-5720 Remove “Select All” Option from IDB Load Dialog


T-5854 REDO THREAT MENU MMI DUE TO IDB CATEGORY CODES CHANGING


T-5855 REDO OBJECT/QUERIES DUE TO IDB CATEGORY CODES CHANGING


T-5945 Apply Doesn’t Work on IDB Unit Editor.


T-5946 Apply Doesn’t Work on IDB Facility Editor.





Hardware Architecture


Increased disk allocation is required. See the “System Hardware” subsection for details. No other hardware changes are associated with this SOR.








Processing
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Figure � SEQ Figure \* ARABIC �2�: JMCIS - TAMPS MIDB Afloat Configuration


The Figure 2 shows how the afloat configuration will receive its initial (baseload) data of MIDB and how TAMPS workstations attached to the MP LAN will access the MIDB data.  The MIDB data is delivered from the theater/national level to the tactical level (carrier deployed airwing) on 8mm tape. The baseload MIDB data is loaded onto both systems.  Once the initial load is completed, the TAMPS Server will send “subscription” requests to the replication server for the JMCIS MIDB tables that it wants to have automatic replication of transactions on. Once the replication subscription has occurred, all IDBTFs will be received and processed by JMCIS, and any changes to the JMCIS CDBS MIDB tables will be replicated to the TAMPS CVIC server’s MIDB database tables.  This will ensure that JMCIS and TAMPS are looking at the same intelligence data.  The TAMPS CVIC server’s MIDB database server will be used by the Ready Room TAMPS workstations as their source for MIDB data.  The Ready Room workstations will send requests to the CVIC for intel data and the CVIC Server will return the requested data from its MIDB tables.  If the Ready Room TAMPS workstations are capable of operating in a stand-alone mode (i.e., they can be “undocked” from the MP LAN), then they will use the CVIC Server MIDB as a “master” DB for replication until they “undock” from the MP LAN.  In this instance, the local MIDB tables on the TAMPS workstation will be used for  access to intel data.  Once the TAMPS is undocked (and until it is re-docked with the MP LAN), the workstation will be limited to manual or tape updates as described below.
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Figure � SEQ Figure \* ARABIC �3�: TAMPS MIDB Ashore/Stand-alone Configuration


The Figure 3 shows how the ashore/stand-alone configuration will receive its initial (baseload) data of MIDB and how updates to the TAMPS MIDB data will be processed.  The MIDB data is delivered from the theater/national level to the tactical level on 8mm tape. The baseload MIDB data is loaded onto the TAMPS.  Updates to the MIDB will be done manually or by loading (if available) an IDBTF tape from the same national/theater producer that provided the baseload tape.
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