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3.4.1.7.1.2	JMCIS (Item 2)


The JMCIS subfunction shall provide an interface to receive and send information when TAMPS is connected on the between the JMCIS LAN and the MPLAN server to receive and send data products.  The DBA shall be able to prepare and distribute a message profile.  The profile shall provide information on external messages to be automatically routed to TAMPS and shall also result in initialization of JMCIS interfaces for TAMPS.  The JMCIS interface shall enable database updates via an SQL interface or other direct interface method as applicable for specific JMCIS systems including as applicable from  the Central Database Server (CDBS), JOTS, NITES/TESS, and NIEWS to be received by TAMPS.


3.4.1.2.2.2	Display (Item 2)


(8th bullet)


Weather shall provide the capability to display weather satellite, horizontal depiction, and gridded field information.  The planner shall be able to select weather satellite images for display as an overlay on raster or vector maps.  The planner shall be able to obtain a list of weather satellite images according to operational area and date/time.  The planner shall be able to select the horizontal weather depiction features for overlay on vector, raster maps or imagery.  The horizontal weather depiction (HWD) display shall include weather patterns/fronts, hazardous conditions, icing (various types), turbulence, cloud cover, and obscurants.  Standard environmental symbology shall be used.  The planner shall be able to obtain a list of loaded horizontal weather depiction information by geographic location  and date/time.  The gridded field information display shall allow the planner to indicate desired grid fields and altitude.  Gridded field information shall be selected by cursor position or by route selection.


3.4.1.6.2.1	Overlay Preparation (Item 1)


(Paragraph 3)


Horizontal weather depiction overlay information shall include fronts, instability line, ducting layers, convergence line, trough, ridge, H/L pressure center, jet stream, isotherm ducting, isotachs, freezing level aloft, IFR conditions, VFR conditions, cloud area, severe weather area, turbulence area, and precipitation area.  Precipitation and obstruction displays shall indicate freezing precipitation, snow, rain, drizzle, thunderstorm, fog, haze, smoke, and dust.  World Meteorological Office (WMO) symbology shall be used.  The planner shall be provided with a list of loaded horizontal weather depiction information by geographic location  and date/time.





3.4.1.9.1	System Administration


System administration is composed of seven eight (7 8) subfunctions: system generation, workstation management, account management, alerts, help, utilities, and security, and Mission Planning LAN.  The following subsections specify and describe the subfunctions and follow the items shown in Figure 3.4.1.9.1-1.


3.4.1.9.1.8    Mission Planning LAN (Item 8)


TAMPS shall provide the capability to connect client  workstations on a Mission Planning Local Area Network (MPLAN).  The Mission Planning LAN shall support one Mission Planning Master server and up to forty five (45) workstations.  Workstations disconnected from the Mission Planning LAN shall be capable of standalone operation.





The system administrator shall have access to tools to aid in the management of the MPLAN.  The system administrator shall be provided the capability to monitor the status of registered workstations.  The system administrator shall be provided the capability to remove a workstation from the MP LAN registry.








The DBA shall be provided the ability to update perishable databases (MIDB, NID DAFIF/GPS, and non-mission specific data) of the client workstations from the MPLAN server.  Database access to the perishable databases on the TAMPS client workstations shall be redirected to the perishable databases on the MPLAN server when connected to the MPLAN.





MPLAN clients shall have the capability to view individual map, imagery and chart data stored on the MPLAN server.   The client DBA shall have the capability to retrieve individual map, imagery and chart data resident on the MPLAN server.





The workstation DBA shall have the capability to retrieve environment data (GRID, FLD and HWD) from the MPLAN Server.





MPLAN clients connected to a Mission Planning LAN shall be provided the capability to access missions and strike packages stored on the MPLAN server.  MPLAN clients connected to a Mission Planning LAN shall be able to save missions and strike packages to the MPLAN Server.





TAMPS shall support sharing of printer assets via the MPLAN.











3.4.1.1.3.1	Archive/Restore (Item 1)


(Add as last sentence to paragraph 1)


The DBA shall also be provided the capability to archive and restore the TAMPS databases via dump processing.


(Paragraph 6)


Mission plan and strike package import/export capability shall be provided via magnetic media and MPLAN. strike/plan data set archive/restore shall be provided via BCP.  BCP archive/restore processing shall provide selection by strike package and/or mission plan.





�
�
Concept of Operations


See Attached.�
�
Performance Criteria


The bandwidth of the mission planning LAN should approach a 100 MB/s (20 MB/s sustained) transfer rate in order to support large data files (50 MB +) being transferred simultaneously to multiple clients from the server.


TAMPS workstations shall be able to enter the mission planning LAN environment as client machines in approximately a three hour period. This three hour period will cover the time from when a machine is in a standalone configuration until it is completely reconfigured to function as a client of the mission planning LAN, including ìname and address registration, and database synchronization.


A workstation shall be capable of disconnecting from the MPLAN and be configured for standalone operations with an up-to-date set of perishable databases in no more than 4 hours.


.
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System Architecture


Software Architecture


The design paradigm being implemented for the mission planning LAN includes that of the ìthickî client for “high-side” clients and “true” client/server for “low-side” clients.  The “thick” client paradigm iswhere data required by the client workstation for mission planning is stored either on the TAMPS server or is resident on that workstation. The server shall serve as a central point for data distribution, where the master database is housed and data is stored for transfer between clients.





The current unified TAMPS (tamps) database shall be segregated into 4 separate databases: tamps, NID, DAFIF/GPS, and MIDB. Alterations shall also be made to the user account creation scripts and routines to guarantee that any user created will have the proper access rights not only to the tamps database, but also the NID, MIDB and DAFIF database.  


New libraries (tri-graphs TBD) will be created for the LAN configuration and communication capabilities. Functions requiring unique libraries shall include the  LAN connect/disconnect, the LAN administration toolkit, and the LAN daemon.


Much of the functionality incorporated into TAMPS for the mission planning LAN shall consist of adding network abilities to current TAMPS subsystems. This is the case for the transferring of data products and mission between TAMPS stations. 





Hardware Architecture


The mission planning LAN requires extensive additions and modifications to the current TAMPS hardware suite , which is described in Appendix B of the TAMPS System Specification. 


The DTC II server/server configuration, which currently resides in the CVIC, shall be replaced by a Solaris platform capable of performing the greatly expanded load levied upon the server as it goes from a mission planning machine to a network data server. The new server configuration shall include performance thresholds equal to or exceeding the capabilities of the following:


          4 85 Mhz HyperSPARC chips


          100 MB/s bandwidth ability


          16+ GB disk space in a multi-disk array (RAID ability optimal)


          256+ MB memory


          1 12x (or better) CD-ROM drive


          1 floppy drive


          1 laser printer


          1 8mm tape drive





With the replacement of the DTC II, the mission planning terminals in the CVIC will no longer be supported by the hardware and will be removed. They shall be replaced by non-portable TAMPS workstations. The video and keyboard drops currently supporting these stations shall be removed, and replaced by fully functional network drops.


Two network architectures have been identified for use, ethernet (Ashore)  and ATM (Afloat). An optical fiber backbone will serve as the method to interconnecting the CVIC server, the CVIC workstations and the ready room workstations. Hardware to support these architecture, including but not limited to hubs, routers and switches, will be installed in the network location. 


Network interface cards (NICs) supporting ATM, will be installed in TAMPS machines connecting to that location. If NIC installation cannot be supported by a platform, or if the LAN must be made available to machines that may not have been equipped with the appropriate NIC, provisions (such as ethernet ìdownlinksî) will be made. The installation and configuration of the appropriate NIC drivers will be made part of the TAMPS installation process.
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