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3.4.1.9.1	System Administration


System administration is composed of seven eight (7 8) subfunctions: system generation, workstation management, account management, alerts, help, utilities, and security, and Mission Planning LAN.  The following subsections specify and describe the subfunctions and follow the items shown in Figure 3.4.1.9.1-1.


3.4.1.9.1.8    Mission Planning LAN (Item 8)


TAMPS shall provide the capability to connect and operate TAMPS workstations on a Mission Planning Local Area Network (LAN).  The Mission Planning LAN shall support one Mission Planning Master server and up to forty five (45) workstations. Workstations disconnected from the Mission Planning LAN shall be capable of immediate standalone operation.


The system administrator shall be provided a tool to facilitate update of host data, monitor the status of registered workstations and remove a workstation from the MP LAN registry.


Upon connection to the MP LAN, automated database synchronization from the Master server to the connected workstation shall be provided.  Master Server updates to IDB/MIDB, TAC, NID, EPL, DAFIF, GPS Almanac, TAMPS target, and pregenerated RTM data shall be automatically replicated to each client connected to the LAN.  Workstations shall have the capability to view map, imagery, and chart data coverage and to retrieve selected map, imagery and chart data.  Data retrieval by Op Area shall be supported. Workstations shall also have the capability to retrieve environment data from the Master Server.


TAMPS workstations connected to a Mission Planning LAN shall be provided the capability to access and update missions/strike packages stored on the Master server.   Users shall be provided the option of retrieving and saving missions and strike packages to the LAN Server.


XXX�
�
Concept of Operations


See Attached.XXX�
�
Performance Criteria


The bandwidth of the mission planning LAN should approach a 100 MB/s (20 MB/s sustained) transfer rate in order to support large data files (50 MB +) being transferred simultaneously to multiple clients from the server.


TAMPS workstations shall be able to enter the mission planning LAN environment as client machines in approximately a three hour period. This three hour period will cover the time from when a machine is in a standalone configuration until it is completely reconfigured to function as a client of the mission planning LAN, including ìname and address registration, and database synchronization.


Data replication shall guarantee updates to a client machines database for at least 4 full days of separation from the mission planning. "Separation from the mission planning LAN" refers to any state in which the client machine is not in communication with the CVIC central server, such as when running standalone or when powered down. For this, Sybase Replication Server requires an additional 4 Gbytes of storage on  the master server. This requirement is based on maintaining queues for up to 40 workstations for a period of 96 hours.


�
�
System Architecture


Software Architecture


The design paradigm being implemented for the mission planning LAN is that of the ìthickî client, where almost all data required by the client workstation is resident on that workstation. The server shall serve as a central point for data distribution, where the master database is housed and data is stored for transfer between clients.


A new COTS package, Sybaseís Replication Server 11, including the Replication Server Manager, shall be installed for database synchronization between the serverís master database and client workstations. Scripts shall be created to support the definition and activation of data replication.


The current unified TAMPS (tamps) database shall be segregated into 4 separate databases: tamps, NID, DAFIF, and MIDB. ìViewsî, or links between Sybase tables, will be created in the new tamps database linking the NID, IDB and DAFIF tables to it, so that current TAMPS software will be compatible with the redesigned database. Alterations shall also be made to the use account creation scripts and routines to guarantee the any user created will have the proper access right not only to the tamps database, but also the NID, MIDB and DAFIF database.  


New libraries (tri-graphs TBD) will be created for the LAN configuration and communication abilities. Functions requiring unique libraries shall include the  LAN connect/disconnect, the LAN administration toolkit, and the LAN daemon.


Much of the functionality incorporated into TAMPS for the mission planning LAN shall consist of adding network abilities to current TAMPS subsystems. This is the case for the transferring of data products and mission between TAMPS stations and the queuing of print jobs over the network. 


A new COTS software package will be installed for the management and performance of system backups over the LAN.





Hardware Architecture


The mission planning LAN requires extensive additions and modifications to the current TAMPS hardware suite , which is described in Appendix B of the TAMPS System Specification. 


The DTC II server/server configuration, which currently resides in the CVIC, shall be replaced by a Solaris platform capable of performing the greatly expanded load levied upon the server as it goes from a mission planning machine to a network data server. The new server configuration shall include performance thresholds equal to or exceeding the capabilities of the following:


          4 85 Mhz HyperSPARC chips


          100 MB/s bandwidth ability


          16+ GB disk space in a multi-disk array (RAID ability optimal)


          256+ MB memory


          1 12x (or better) CD-ROM drive


          1 floppy drive


          1 laser printer


          1 8mm tape drive





With the replacement of the DTC II, the mission planning terminals in the CVIC will no longer be supported by the hardware and will be removed. They shall be replaced by non-portable TAMPS workstations. The video and keyboard drops currently supporting these stations shall be removed, and replaced by fully functional network drops.


Two network architectures have been identified for use, FDDI and ATM. An optical fiber backbone will serve as the method to interconnecting the CVIC server, the CVIC workstations and the ready room workstations. Hardware to support these architecture, including but not limited to hubs, routers and switches, will be installed in the network location. 


Network interface cards (NICs) supporting the appropriate architecture will be installed in TAMPS machines connecting to that location. If NIC installation cannot be supported by a platform, or if the LAN must be made available to machines that may not have been equipped with the appropriate NIC, provisions (such as ethernet ìdownlinksî) will have to be made. The installation and configuration of the appropriate NIC drivers will be made part of the TAMPS installation process.


Implementation of remote backup will require a mechanized multi-tape array, which can handle a minimum of 20 4GB 8mm tapes.
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