Scope





The TAMPS Mission Planning LAN (MPLAN) will be installed aboard carriers  configured with the appropriate fiber optic backbone. The MPLAN will consist of a Server located in  the CVIC and multiple TAMPS workstations located in ready rooms and CVIC spaces.  The 
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� EMBED Word.Document.6 \s ����MPLAN will provide connectivity to C4I systems and existing LANs to provide access to common electronic products such as imagery, threat data, environmental data, and mission products.  Figure (1) depicts a subset of the CVIC C4I systems and the relative connectivity necessary to support mission planning within CVIC and the ready rooms.  The MPLAN will also provide connectivity with existing LANs such as the Joint Maritime Command Information System (JMCIS) Whisper LAN.
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Figure (1):  Local Area Connectivity Between Mission Support Systems and TAMPS








Common electronic products will be defined as data sets or messages (files) that are exchanged between the various mission planning, and support systems via the high performance LAN.  The common electronic products will provide the necessary data compatibility to support integrated planning across multiple systems.


Within TAMPS, the MPLAN connectivity will be exploited to enhance access to the TAMPS systems, distribute mission planning duties, and provide a unified tactical picture for all TAMPS workstations connected. The portion of the local area network which provides connectivity between TAMPS stations will be referred to as the TAMPS mission planning LAN MPLAN (see figure 2) .


The TAMPS machine responsible for holding and distributing the unified picture of the operational environment will be referred to as the server. All other TAMPS machines connected to the MPLAN are referred to as clients. 
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Figure (2):  Mission planning LAN overview





The TAMPS server will act as the central source for data for all TAMPS workstation connected to the LAN. It receives and distributes the common electronic products (either automatically or upon demand, depending on the data type), forms and houses the unified tactical intelligence picture for the operational area, and acts as a centerpoint for data exchange between TAMPS clients.


The TAMPS server will be the central location for maintenance of perishable databases.  The following Datasets comprise the perishable databases:





	MIDB


	NID


	EPL


	DAFIF


	GPS ALMANAC





The TAMPS MIDB will receive updates from the JMCIS CDBS.  In addition, the MIDB maintenance functions on the Server will work against the JMCIS MIDB and the updates will be replicated back to the server.


Once a TAMPS workstation connects to the MPLAN, it will utilize the servers perishable databases in a true client/server relationship.  All other datasets will be maintained independantly on each client.  The client workstations will have the ability to update their local perishable datasets and disconnect from the MPLAN and run in a standalone mode.


The mission planning LAN clients consist of TAMPS workstations that are fixed shipboard assets, as well as TAMPS portable workstations that are assigned to individual squadrons and brought on board during shipboard deployment. For a client to be recognized on the mission planning LAN by the server, it must make itself known to the server...this process shall be referred to as ìregisteringî with the server. Registering a client enables all data paths between client and server, and activates unique MPLAN functionality


MPLAN clients will have full TAMPS functionality with the exception of some DBA activities (See section 3.3.2.2).  All clients will be referencing the same perishable datasets and thus be planning from a common tactical picture.  The clients will be able to share mission planning products across the MPLAN to allow distributive planning.


�
Applicable Documents


Government Documents


Specifications


Operational Requirements Document for the Tactical Aircraft Mission Planning System (TAMPS)


TAMPS 6.1 System Specification


Standards


none


Other Publications


Operational Concepts Document for the Tactical Aircraft Mission Planning System (TAMPS) Mission Planning Local Area Network


Non-Government Documents


none


�
Impact Analysis


Users


The TAMPS user community can be broken down into 3 general groups, mission planners, system administrators (SA) and database administrators (DBA). The addition of MPLAN and its capabilities will affect each of these groups. 


Mission Planners


The addition of the MPLAN to TAMPS will give the mission planners the ability to perform ìdistributed planningî. Instead of performing all planning operations from the CVIC, TAMPS stations will be located in the ready rooms, where missions will be planned, then transferred to the CVIC server for review and consolidation into strike packages  Planners on clients can access missions stored on the server for use in their planning activities.  


System Administrators


The TAMPS system administrator (SA) is responsible for the configuration and operational maintenance of the TAMPS system at a particular site. The DBA supports the SA in maintaining the system in a state capable of supporting mission planning.  The mission planning LAN and JMCIS interface will be administered by the SA.  The SA’s duties will vary, whether he is in charge of the server side (CVIC) or the client side (ready room) machines.


Server Side System Administration


From the server, all connections to the mission planning LAN will be monitored and managed. The CVIC serverís SA will make sure connectivity to all internal (client workstations) and external (other systems such as JMCIS) are maintained.  He/she will assign logical connection points (IP addresses) to clients, monitor client activity and remove ìregisteredî stations that are inactive over an extended period (stations which may disconnected without properly ìde-registeringî themselves).


The SA will be responsible for all facets of network management and maintenance for TAMPS relating to both hardware and software, and will assist in the maintenance of the networks in CVIC and at the various remote locations.





Client Side Administration 


The SA will coordinate connecting to the mission planning LAN with the server systems administrator. From the CVIC, he/she will request a system name and receive an exclusive IP address which the client workstation must utilize. At that point, the administrator can run the LAN reconfiguration utility and physically connect the client to the network.


Database Administrators


The database administrator (DBA) is responsible for maintaining all TAMPS databases.  The administrators duties will vary, whether he is in charge of the server side (CVIC) or the client side (ready room) machines.  In the MPLAN configuration, all clients will utilize the perishable databases on the Server.  


Server Side Administration


The database administrator (DBA) is responsible for maintaining the common data available on the TAMPS server to support distributed mission planning. The DBA will periodically be required to update these databases, and it is his/her responsibility to see that they are correctly updated. 


Intelligence updates for all clients on the mission planning LAN will come from the CVIC server. The DBA will update the TAMPS data sets as necessary by loading data from external media, or through manual updates.


The existing interface to JMCIS for pulling intelligence updates will be replaced with an automated database replication pakage.  In addition, the existing interface to pull Imagery from JMCIS will be replaced by the JSIPS-N SOR.


In addition to the their current tasks, the DBA will insure that the replication server between JMCIS and TAMPS is properly configured. The DBA will interface with the JMCIS DBA to insure replication is functioning properly.


Keeping the op area products (CIB, DTED, ADRG, etc.) current for the mission planning LAN will be the server administrators responsibility. Client workstations will first look to the server as a source for these products, since they can be loaded more efficiently over the network than by CD or tape.


The server DBA will have the ability to configure and initiate periodic database dumps of the perishable databases.  These dumps will be performed automatically at a pre-defined time and will be used as backups for the TAMPS server as well as be available for rapid synchronization of a remote workstation that requires a new database load.


Client Side Administration


The client side DBAís tasks will be reduced when their workstation is connected to the mission planning LAN.  Operational area maintenance ( loading data products, imagery, DTED etc. for an op area to the workstation) is greatly simplified as, for the most part, the required data is available for direct download from the CVIC server. Only products not available on the server will have to be loaded from electronic media (CD-ROM, 8mm tape, etc.). 


This SOR introduces data replication and client/server database schemes into TAMPS.  The client/server scheme  removes the responsibility of updating the perishable databases from the client DBA and allows the server DBA to maintain a single common picture which is referenced by all clients.  Replication will be implemented between the JMCIS MIDB and the TAMPS server.  To support this, the client DBAs will not have the ability to update the perishable databases manually when connected to the MPLAN.


Performance and Sizing


With the addition to and modification of the current TAMPS executables, a significant increase in executable size (at least 30 MB, but probably not exceeding 50 MB), will be seen.


The LAN daemon, which is always running on a network configured TAMPS machine, will require an insignificant amount of system RAM.


Overall space required for TAMPS databases shall be increased with the division of the databases into four separate sections.


Many mission planning LAN functions, such as synchronization and data products transfer, will mandate high bandwidth requirements, since files in excess of 50 MB will be transferred frequently to multiple destinations. A network bandwidth of 100 MB/s (20 MB/s sustained) is anticipated to support timely transfers of LAN data sets.


Operating Locations


The TAMPS mission planning LAN will be designed around the carrier high performance local area network environment. Development and training locations will be required, but no explicit ashore support is provided. 


Ashore


The mission planning LAN is designed to function in the shipboard environment, and will not directly support ìfieldî or ìashoreî operations. 


Development, Test and Evaluation Sites


Prior to commencing development of the LAN software, a development lab must be setup which mirrors the hardware suite and the topology of the mission planning LAN that is deployed. This includes servers, fixed workstation clients and portable workstation clients. A test and evaluation lab of similar configuration should soon follow.


Training Sites


In order for the LAN to be adequately maintained once deployed to the fleet, new training requirements must be addressed for the database and systems administrators. To support this training, TAMPS systems in the mission planning LAN configuration (clients and server) will be required to familiarize the SAs and DBAs with the use of the tools available for LAN configuration, operation and maintenance.


Other Sites


not applicable


Afloat


The carrier based TAMPS platforms will be the primary operational sites of the mission planning LAN. Carriers will have an FDDI or ATM network installed, with TAMPS drops available in each ready room and the CVIC. 


Current planning calls for at least 4 drops in each of the 10 ready rooms, supporting up to 40 TAMPS workstations from the CVIC. Also, 4 additional drops will be provided in the CVIC to accommodate TAMPS workstations in that area that will replace the current DTC II planning stations. A limited number of ethernet downlinks will be available to accommodate TAMPS portable workstations (or other machines) that either lack, or are not equipped with the proper network interface card (NIC), but require access to the TAMPS mission planning LAN. 


CVIC


The TAMPS server will provide the master data base for all mission planning clients aboard the carrier.  The TAMPS server will maintain a master copy of each data set in the data base that is supported via the mission and strike planning LAN.


The TAMPS server (replacements for the current DTC-II ìheadî terminals) will be used primarily to support TAMPS central server operations and maintenance, and secondarily, to support limited mission planning operations.


Ready Rooms


The ready room client workstations will support the majority of mission planning operations at the Secret/GENSER level and will provide accessibility to all required peripherals and associated supplies.  The ready room will have accommodations for four TAMPS portable units. Each unit will independently connect to the mission planning LAN, and support its own peripherals (data transfer devices (DTDs) and printers) (see figure 4)).


Each TAMPS portable unit will contain a data base server and will maintain a complete TAMPS data base of all data sets required to support the squadron’s mission.  Once connected to the MPLAN, the ready room TAMPS configured as clients of the server’s perishable databases.  When a client needs to disconnect from the MPLAN, the client SA can update the local perishable database with a copy of the latest ones from the server.
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Figure (3):  Mission Planning Hardware Configuration to Support Ready Room Planning





Mission planning operations in the ready room will be conducted in accordance with each squadron’s standard operating procedures.  The squadron’s SOP will provide direction on issues relating to administration of the TAMPS portable units, assignment of administration duties, security, scheduling, and other related concerns.  The squadron will be responsible for unit level maintenance and supplies.  Depot level support will be provided by the carrier air wing.  Depot level support services will include parts replacement, trouble-shooting, sparing of the TAMPS portable unit and peripherals, and other related services.


ìHigh-Sideî (Secure) Ready Rooms


The “high-side” mission planning environment will be a distinct planning environment supporting other than secret collateral planning operations.  A specially configured ready room will be used to support mission planning operations.  The specific location of the high-side will vary based on the ship configuration and space availability.  A secure guard will be used to provide connectivity to mission planning LAN and TAMPS central server (see figure 5).


ìHigh-sideî TAMPS machines shall be configured as clients of the server, similar to their ìlow-sideî counterparts, as well as being able to retrieve op area information from the server. Restrictions are placed upon the flow of data from the ìhigh-sideî to the ìlow-sideî, therefore operations such as mission transfer (to the server or a ìlow-sideî workstation will be limited.
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Figure (4):  Secure High-Side Ready Room





Hardware and Software Configuration


The requirements for the implementation of the mission planning LAN exceed the current capabilities of the TAMPS platforms in both hardware and software. To meet the hardware requirements, old hardware will be upgraded or replaced (primarily the DTC II and its workstations), new hardware will be added, and faster network interface cards (FDDI or ATM, depending on location) will be installed. Software will require the addition of new libraries and COTS packages as well as the modification of some of those that currently exist in TAMPS. 


System Hardware


For the LAN to succeed as envisioned, the hardware has to be capable of moving large blocks (> 50 MB) to multiple targets quickly. Analysis has shown that standard ethernet is not capable of meeting this requirement. ATM, which was demonstrated in the Scaleable High Performance LAN (SHPL) advanced technology demonstration aboard the USS Theodore Roosevelt, has been shown to meet and exceed TAMPS requirements. FDDI may also be able to meet the mission planning LAN bandwidth requirements, but will require further analysis.


Implementation of the LAN will greatly increase the system requirements (memory, disk space) and workload (processing power, network bandwidth) of the machine functioning as the ìserverî from the CVIC.  Imperical tests conducted during the SHPL demo showed that the DTC-II was not feasible for supporting a MPLAN required to service up to 40 workstations. Therefore, a new UNIX platform to perform as the CVIC server is required. Performance requirements for this platform are at least, but not limited to:


		100 Mb/s bandwidth


		256 MB memory


		16 GB disk space in a multi-disk array 


		minimum 4 85Mhz HyperSPARC processors 


This new platform should support many current hardware technologies that would be beneficial to TAMPS.


The two DTC II in the CVIC each supports three “heads”.  The four remote heads are used for mission planning and intelligence analysis.  The replacement servers are not planned to support remote displays. If mission planning and intelligence analysis is to continue in the CVIC, either new ìheadî stations must be acquired (i.e. X-Terminals) or workstations must be installed in their place.


Carrier air wing squadrons will have two to four portable units (currently portables) and associated peripherals to include a data transfer device, text printer and color printer. The portable units will be squadron assets.  Each portable unit will have the capability to function as a standalone unit.  Each squadron has the responsibility for the movement and maintenance of the units, peripherals and associated supplies. The portable units will be fully configured with TAMPS software upon transfer to the carrier ready room and ready for connection to the LAN connection point. While connected to the mission planning LAN, the portable units will be reconfigured to a partial client/server operation (See Sec. 3.3.2.2). The portable units will be capable of detaching from the mission planning LAN and capable of reconfiguration to support a standalone mode for remote operations.


Network interface cards (either FDDI or ATM, depending on the architecture of the location the machine will be operating from) will be required to be inserted and configured for any existing machine in the fleet which intends to use any of the LAN capabilities. Also all future machine purchase should be required to have a network card. This presents a problem with the currently fielded portable TAMPS platform, the ACE VME. There are no open S-Bus slots available on the ACE/VME machines, leaving no place to put network card.(potential candidate for removal is the serial-multiplexer card, but anything requiring serial or parallel port interfaces could no longer be used) If this situation cannot be remedied, ethernet drops (through ìdown-linkî hubs) to the ready rooms will be required. Transitioning from the implemented architecture (ATM or FDDI) to ethernet will create a bottleneck, and thus will have a performance impact upon the mission planning LAN.


The current printers employed by TAMPS receive their input via parallel port connections from the attached workstation


Operating System


Due to compatibility consideration with the network hardware, the mission planning LAN will require TAMPS to be running on the Solaris 2.5 operating system. This requirement is currently being met by SOR 95-43 (O/S and COTS Upgrade).


In the TAMPS 6.2 time frame, the high side will be running the Comparmental Workstation (CMW) version of Solaris 2.5.1, which must also demonstrate compatibility with the network hardware.


Commercial-Off-The-Shelf (COTS) Application Software


Many COTS product updates will be required for compatibility with Solaris 2.5. Those update are also covered under SOR 95-43 (O/S/ and COTS upgrade).


Installation


The installation scripts will be modified to support a new platform, the TAMPS ìserverî. This new script will install and configure  the network interface card drivers, network and directory access permission modifications, changing environment settings, and allow access to the server configuration tools from the WSE, as well as any other unique features/services required for the server to perform its tasks. 


Extensive changes will be required to the database install scripts to support the division of the TAMPS database (ìtamps) into four separate databases (ìtampsî, ìMIDBî, ìNIDî, ìDAFIFî).


External Interfaces


Connectivity to the JMCIS LAN will provide TAMPS access to the Central Data Base Server (CDBS) and common order of battle, environmental, and message-based products to support the mission planning process.  JMCIS connectivity will also support communication with the Contingency Theater Automated Planning System (CTAPS) to support Air Tasking Order (ATO), Air Control Order (ACO) and Target Nomincations List (TNL) message and data set distribution to TAMPS, as well as access to the Secret Internet (SIPRNET). Interfaces to the Tactical Strike Coordination Module (TSCM), for retrieval of ATOs and strike plans, and to SPA, for imagery retrieval, will be developed if the systems are available.


�
Description of Processing


Connecting to the LAN


Connection to the LAN involves several steps, during which the machine is reconfigured and rebooted. The connection process is initiated by the user selection from the WSE. First, the machine is assigned a new IP address and hostname (optional). All UNIX configuration files required for the new address are modified automatically by the LAN software, which then forces the machine to reboot. Upon returning from the reboot, the database access functions for the perishable databases are pointed to the TAMPS Server, and a LAN daemon is started which attempts communication with the server. Once communication is establish, the client communicates its configuration information to the server, which the server then makes available to all clients.


Disconnecting from the LAN


Prior to physically disconnecting a TAMPS system from the mission planning LAN, disconnection processing will be performed. This primarily involves informing the server that the system will be disconnecting, so that its connection information can be removed the user is given the opportunity to update local perishable databases with the most recent copy from the server.  The database access functions are then redirected to the local perishable databases. The startup of the machine is reconfigured to remove the LAN daemon, and the machine is rebooted. The disconnect process is initiated through a user selection from the WSE.


The user will be prompted to “pull” any required op area products from the server prior to disconnect.





Database Configuration


Each remote workstation’s databases will be configured in a standalone mode and will receive updates to their perishable database from the CVIC server via the LAN


When a workstation connects to the LAN, several actions occur to configure it for LAN operations.   The database access functions for the perishable databases are “pointed” to the server’s perishable databases.  While connected to the MPLAN, the client will utilize this common database for planning.


To support recovery from LAN outages, and to expedite disconnect time, the client can update the local perishable databases with a copy of the most recent ones from the server.  The user is prompted to perform these updates during the connect and disconnect process.  The client can also request additional updates as required. These updates are accomplished via a database dump/restore.  A copy of the master server’s databases will be dumped to a file on the master and the connecting workstation will pull the file over the LAN and restore it to its local database. To reduce the time needed to connect and provide database backup capability, the DBA will have the option to invoke an auto-dump for the perishable databases on the master server (nightly).  The DBA can access the auto-dump selection via the LAN_Administration->Network Admin MMI and configuring the auto-dump.  The network administrator can toggle on auto-dump and set the interval between dumps.  The maximum interval for creating the dump file is 96 hours.  This maximum is based on fleet input that states that the local perishable database cannot be more than 96 hours out of date with the server.





The current database editor MMIs will not be modified for this effort.  However, the database access functions for the MIDB editors on the server will be redirected to “point” to the MIDB on the JMCIS CDBS.  Updates to the JMCIS MIDB will be automatically replicated back to the TAMPS server.





When large database tables are reloaded on the CVIC server, database synchronization will be accomplished similarly to the initial sync except that only the database being reloaded will be affected.  Once the reload has completed on the server, the affected database will be dumped and any workstations active will be notified that “Database XYZ has been loaded.  You must restart your workstation to re-sync your database.  Restart Now?”  The user can select “Yes” which will immediately restart his workstation or “No” .  If the user selects “No”, he will be allowed to continue planning with an out-of-date database.  When the user finally shuts down his system and restarts at a later time, a message will be displayed:  “Database XYZ is not current.  Re-sync database now (takes approximately XX minutes)”, again the user can say “Yes” or “No” with the same results as above.  This message will continue to appear each time the machine is restarted until the database is updated.  For workstations not active when the reload occurs, they will receive the above warning when they next start.  








JMCIS/TAMPS Interface


The existing interface will be completely replaced under this SOR.  The current functionality to retrieve tactical updates of the IDB from JMCIS will be replaced by an autoated update functionality.  Under SOR 96-01, the IDB will be replaced with the new MIDB 2.0 and configured as a separate database.  Sybase Replication COTS package will be implemented in JMCIS 3.0 (JMCIS 98).  JMCIS and TAMPS will coordinate on the creation and installation of replication definitions against the MIDB as required.  Replication subscriptions will then be generated against the JMCIS MIDB to initiate replication.  These subscriptions will be for all MIDB data which could be modified and will be loaded as part of the server installation.


Under the data replication scheme, if the TAMPS server is not active when an update occurs on JMCIS, the update(s) will be queued and applied in order of occurrence once the server is back on-line.  It is the responsibility of the SA to resolve the connection problem (power up the affected workstation to allow updates to be replicated, or drop the replication subscription for the affected workstation, freeing the queue). 


Problems with the replication server will be resolved with the JMCIS DBA.


The JMCIS interface for retrieving Imagery will breplaced by the JSIPS-N interface under SOR 96-??.  The JMCIS interface for retrieveing weather data will be modified to utilize a new JMCIS API which is being implemented in JMCIS 3.0.  No loss of functionality is anticipated.


Data Product Transfer


Data products transfer covers the movement of map, imagery, and chart data from its installed location on the server to the client requesting it. The client will be able to view the data product coverage (were applicable) on the server (as they currently do when the same data is loaded via magnetic media), and select the data set(s) desired. These data sets are then copied from the server to the client, and the appropriate database updates are made. 


Data products may also be transferred by op area. When a request is made to transfer data by op-area, the user is presented with a menu of the data types available for transfer. Those that are selected by the user are transfer to the client, and the appropriate database updates are made.


Mission/Strike Sharing


When a mission is saved to a workstation that is in the client configuration on the LAN, the option will be presented to the user to save the mission to the LAN server (which will act as a mission repository), or directly to one of the other client systems (a list of active systems will be presented to the user to select from). If the ìremote saveî is desired, the mission is written to the remote database as well as the clientís local database. When opening a mission in the client configuration, the user will have the option to open the mission directly from the server or a remote client. The mission will be pulled directly from the remote database and loaded into memory (but not saved) of the local client for display and manipulation. Subsequent saves will save the mission locally, unless saving to a remote machine is specified.


Missions will also be able to be transferred without opening them. The client user will be able to bring up a list of missions available on the server or a remote client. From this list, missions may be selected and transferred to the clients local database. Also, the user will be able to list missions in his database that can be selected for transfer to the server or a remote client. The transfer will be accomplished in the same manner as described above.


LAN Administration Toolkit


Administration of the LAN will be facilitated by a series of software modules for monitoring activities and performing routine tasks.


A host table editor HMI will be added which will allow addresses to be added to and removed from the serverís host table by name and IP address. The host table will read in and parsed, and presented to the user. From here, he/she can chose to add a new entry, modify and existing entry, or delete a current entry. When complete, the new host table is written back to /etc/hosts. The changes will also be passed through the LAN daemon to the clients for so that there tables may be updated as well. Any conflicts on the client side will be ìoverruledî by the server, since it is assumed that it hold the master IP address list. Safeguards will be installed to prevent the modification of the address of an ìregisteredî mission planning client.


The status of the workstations ìregisteredî on the mission planning LAN will be able to be monitored through an HMI. It will display which stations are active, which are not and how long they have been inactive. From here, the administrator can chose to remove inactive stations from the mission planning LANs registry.
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