Mission Planning LAN (MPLAN) MPM Concerns





The Goal of MPLAN Mission Planning


The goal of the MPLAN configuration is to give the mission planner homogeneous access to his/her mission planning environment and data regardless of which TAMPS machine on the MPLAN the planner is working from. The mission planner will be able to log on to any TAMPS workstation and be presented with the same planning environment. The planner will have complete access to his/her TAMPS planning presets, any missions that he/she may have planned (whether planned while on the MPLAN or prior to connecting to it), as well as any missions that other users have planned (assuming that they have the correct permissions), from any TAMPS workstation on the MPLAN.





How do we plan to accomplish this?


Under the MPLAN environment, all user account data and TAMPS mission plan data will reside on the MPLAN server, which is located in the CVIC. Unlike the workstations, the server shall be in a secure area which will allow it to function around the clock. All existing aircraft MPMís shall be installed upon the server so that MPM data tables are accessible on it. The MPLAN server shall function as the central repository for TAMPS mission planning data, but no mission planning shall be performed from it.





TAMPS user accounts shall be assessibled throughout the MPLAN via Solaris NIS+. TAMPS workstations on the MPLAN shall become part of the NIS+ domain of the MPLAN server when they operate in the MPLAN environment. When a workstation joins the serverís MPLAN domain, its user accounts are duplicated on the server. Any conflicts which occur between the existing accounts in the serverís NIS+ domain and those being duplicated from the workstation (such as duplicate account names) shall be brought to the workstationís system administratorís attention. He/she may chose to resolve the problem if possible (i.e. renaming the user account), or bypass duplicating the problem account to the server domain.





For a user account data to be accessible across all workstations connected to the MPLAN, it shall need to reside on the MPLAN server. Residence on the server will allow all MPLAN workstations to access data for that account. When a workstation becomes part of the MPLAN, user account directories shall be copied from /home on the workstation to the /home on the server with each NIS+ account duplicated. After all account directories have been copied, the /home directory of the server shall be mounted over the /home directory of the workstation via NFS. Thus, not only will that workstation be able to ìseeî its own userís directories (which have been copied to the server), but all other accounts existing on the server, whether they were created on the server or duplicated from another workstation on the MPLAN. Note:  /home should not be used to store data (this is part of the server’s root file system.





When a TAMPS workstation becomes part of the MPLAN, the source of itís data switches from the local workstation databases to the server databases. The only exception to this is map and chart data...this will be retrieved from the workstationís catalogs. Thus, the missions made available to the planner are those resident on the server. Likewise, any mission created on a workstation by the planner will be saved to the server while in the MPLAN environment. When a workstation becomes part of the MPLAN, all missions for each user successfully duplicated to the server shall be transferred into the serverís database, and any related files shall be transported to the server. Any mission data outside of the ìtampsî database (i.e. data files) will be required to be located in an area of the TAMPS file system that may be shared between workstations (NFS mounted) in order for it to be accessed throughout the network.





What concerns do we have with regards to MPMs?


The MPLAN SORís mandate is to modify the TAMPS core to add the functionality required for planning missions on the MPLAN. MPMs which use the core functionality for handling mission data (store the data in Sybase using the ADT or GRDS formats, register functions for transferring unique MPM data) require little or no modification to work under the MPLAN environment. The further the MPM strays from core functionality, the more support will be required for that MPM to have full and correct functionality under the MPLAN environment.





Another modification that MPLAN will be performing to TAMPS, in coalition with MIDB, is the division of the TAMPS database (named ìtampsî) into 4 sections: ìtampsî, MIDB, NID and DAFIF (detailed schema of each database shall be available at PDR). Any MPM employing core convenience routines to access the database should not be affected. Any MPM which access the database directly, though, will be required to alter any queries to the elements of the NID, DAFIF or MIDB databases. 





What do we plan to provide you?


One of the basic functions of the MPLAN will be the ability to transport missions between the workstation and server machines. If an MPM conforms to the core mission functionality (ADT or GRDS), and has registered functions required to transport its MPM specific data (through bmt_regMpmDataPack and bmt_regMpmDataUnPack) to/from TAMPS, transportation of a mission between machines should function properly after the MPLAN modification are made to core.





For those MPMs that have diverged from the TAMPS core mission handling (saving the majority of their data outside of ADT or GRDS), new functionality will also be added to allow MPMs to register complete functions for transferring all data associated with a mission or a list of missions. The preferred implementation is to have an executable that will be able to transfer all missions for that MPM from one machine to another. There should also be a function that allows transfer of named missions (single or a linked list) between machines. The MPM should accomplish this transfer using Sybase calls (for database information) and FTP transfers (for data files), for these are the protocols that are acceptable for passage through the TAMPS Secure Guard firewall. The MPM function and executable should accept the following parameters for transfer: the name of the source and destination machines, the ftp password, the source database process (for reading from the source database), and the destination database process (for writing to the target database). 





New access routines for retrieving the database processes of each database (ìtampsî, MIDB, NID, DAFIF) will be added. The DB process can be requested by machine name, but will default to the local machine in the standalone and the server in the MPLAN configuration.


What do we need from you?


To help us understand your needs as well as the impact MPLAN will have on MPMs,  a general overview of how you handle your mission data would be very helpful. This overview should include high level description of data structures and database usage and ìflat-fileî usage. Any other data (such as temporary storage usage, etc.) would also be helpful. Also, any unique data access requirements which your MPM has, such as accessing data from the database outside of current core functionality, would prove helpful. The more information we have about the structure and functioning of MPMs, the better job we can do at identifying possible areas of conflict prior to integration testing  and minimizing the impact upon them.





General guidelines we would like followed:


All data saved with a mission should be kept under the userís directory. This will assure proper access to missions in both the standalone and MPLAN environments. Mission data saved in areas outside of the /home directory area (such as in any of the subdirectories of /tamps) may not be accessible from all workstations unless MPLAN NFS mount the ìoffendingî directory from the server to all workstations. Currently MPLAN only intends to NFS mount the /home and /maps areas of the server to the client workstations. Concerns about the sizing of /home will be addressed, and its size will be increased to support the storage of mission data.





