Working Group Minutes
24 July 2003

I. Legend:

A. Black - Common agenda items or old business

B. Blue - Notes taken during the teleconference

C. Red - Action items.  Actionee will be noted.

II. Participants

A. SPAWAR

1. Dave Bartkus

2. Joe Mountain

B. NAWCWD

1. Sidney Au-Yeung

2. Bob McNally

3. Joe Orosco

III. Configurations / Hardware

A. Enterprise Server

1. Status – China Lake [SPAWAR]

· 98% shipped Wednesday (23 July 03) no KVM, just came in today.  Veritas licenses also came in today and will be shipped.  Action item to see about getting a KVM for Pt Mugu.
· Install instructions (updated possibly using SPAWAR document and adding in anything appropriate from NGIT – still in works, might see another draft in a week or two, closer to two weeks after CIPRICO personnel finish.

· SPAWAR will try to send us J-SLIC images for FY-02 and FY-03 assets – they are in beta and may not be able to be sent out yet until they complete their testing.
· J-SLIC (JMPS simplified load instruction for computers)
· G3 is next upgrade for the Servers.  This will include faster processors, more memory and different hard drive configuration etc.  This is post OT.

· Status of Fibre Channel dual path connection to CIPRICO raid array – CIPRICO will visit SPAWAR and install a beta version of their driver for SPAWAR to test.

B. Enterprise Lite Server

1. Load balancing - If we decided to use Microsoft for clustering we could set up load balancing but the decision was to go with Veritas and there is not an option to do load balancing.  We will only use one (1) NIC card for now.

2. After OT, SPAWAR may consider using third party software for load balancing (Enterprise Lite and Pico)

3. Setting up DNS with only one NIC card will be documented.  SPAWAR indicated they had this portion already completed.

C. Pico Server

1. Need complete, or as nearly complete as possible, install instructions for the Pico server that we can all work from

2. SPAWAR action to get rails for Pico.
D. Client Workstation

1. Action item for SPAWAR to see about FY-03 assets for Pt Mugu.  Tentatively we have four workstations coming to Pt Mugu and two for China Lake.
2. Need separate installation instructions for clients.

E. CIPRICO Raid Array
1. Rails for the NAS require the back rails on the rack to be moved forward a little bit.  Also means any other items already installed will need to be redone.

F. Map Server (Iomega NAS Model P410)

1. Load balancing for map server will be explored  by SPAWAR
2. Needs to be documented (installation and configuration) [SPAWAR]

G. Peripherals

1. Printer selection [SPAWAR to finalize]

· Okidata 7300

· HP 6122 – compatible with existing HP 990cxi and PFPS

H. Proxy Server

1. Proxy server aboard the carrier is Windows NT4.0 server. Microsoft NT4.0 software contains proxy software.  NAWCWD to look for these instructions as they were sent earlier from SPAWAR for Metcast (wx).
I. Assets

1. Missing one computer that was shipped to SPAWAR.  Nellie sent tracking number and FEDEX is looking for it.  This is closed
IV. Issues

A. JMPS Software Version

B. Security Lockdown

1. All security lockdowns are being installed.  NGIT relaxes some of the lockdowns.

C. Collaboration

1. SPAWAR tested previously but have not tried it again.  NAWCWD can not get pre-approved lists to work but can set it to workgroups and it will then work.

D. Software

E. SQL Server

F. APM Manager

1. We do not use this anymore.  This is final. APM authentication is not being used.  SPAWAR will send memo provided to them on this topic.

G. COE

1. Latest NGIT document has Pearl 1.0.0.4.  We should follow NGIT COE versions during installation.
2. There is also a difference in the Win2k patch.  We should follow NGIT COE versions during installation.
H. External Systems

1. GCCS

· Clients will need host file modified and root certificate installed. [NGIT Philly]

2. SPA/PTW

V. Other

A. Old Topics / Issues that are not resolved

1. JMPS install issue on large hard drives (raid arrays with 1 terabyte of data or more) [NGIT / SPAWAR]

· SPAWAR sent data out to NGIT.  NGIT has requested impact statements from SPAWAR on this issue.  May have to live with this for now
2. Ghosting Net Array as the e-Drive

3. During install of Security template W2CKET – need to reset password for SQL server (same problem after installing COE kernel – since SQL server is not COE segment – COE modifies user account – This will prevent the SQL server from starting at reboot.  If not done, this will cause problems during JMPS install with database connection.

4. Proxy server – All Alcatel switches on the ships.  SPAWAR does not believe there is a router between server and clients.

· SPAWAR verified there is no router between the server and clients.  They are all on the same VLAN.
5. Racks – we have most items in the rack but need rails for the Pico, NAS and CIPRICO.  SPAWAR has two rails now (CIPRICO and NAS) and will send out.  Pico third party rails may take a couple of weeks.

B. New Topics / Issues

1. Instructions for PCMCIA load instructions as well as the XML files for PTW and GCCS should be put in the load instructions, possibly as an appendix.  Installation of the Root certificate for GCCS should also be in the load instructions.
2. We should also have an uninstall test procedure to test the ability to uninstall and re-install JMPS.  NGIT needs to improve and enhance their uninstall instructions.
3. Page file – do we move this to e-drive (raid array) or leave it on the d-drive.  SPAWAR thinks it best to place page file on d-drive. 

4. NAWCWD will send out the path to delete user preferences when you encounter the black screen after loading JMPS.

5. Sysprep instructions [SPAWAR]

